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ABSTRACT

Because the Port of Pointe-Noire (POPN) is the economic lung of the Republic of Congo, its rapid development will help boost the national revenues. The port’s container terminal is a key element in the management of the port. Thus, an accurate estimation of the future container traffic is essential to the optimization of its performance. In this study, an ARIMA model was developed to forecast the port’s container throughput. Monthly data from 2011 to 2020 were collected, giving a total of 120 observations. The model performance was evaluated using three accuracy measuring indexes. The forecasted values fit well the actual values, demonstrating that the model performed quite well. Finally, the container throughput for the year 2021 was forecasted, and the results showed a slight increase in the container traffic compared to the year 2020, from 928,000 to 957,000 TEUs.
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1 Introduction

The Port of Pointe-Noire (POPN) is situated in the city of Pointe-Noire (See Figure 1), the economic capital of the Republic of Congo. The POPN is the only seaport within the country. It is one of the most modern ports in the Gulf of Guinea and a major stopover in the maritime service in Central Africa. It is a significant access point to the political capital Brazzaville, and plays a significant role as a transshipment port for the ports of Matadi (Democratic Republic of Congo), Luanda, Cabinda, and Soyo (Angola) (1). The POPN offers particularly attractive navigation and mooring facilities compared to other ports in the sub-region. Its 84-hectare basin opens onto the bay via a 250-meter-wide entrance pass, extended by a 2,500-meter access channel which is dredged to −16 meters. The POPN has infrastructure and equipment that make it one of the largest port platforms on the continent, capable of receiving and handling all types of ships. It is mainly composed of a 32-hectare container terminal with a 4.5-hectare container loading and unloading area linked to a railway line; an eight-hectare wood park; six quay gantries cranes; 18 yard gantries cranes; four Gottwald-type mobile cranes; one cement silo, one wheat silo; a quay length of around 1,800 meters; some refrigeration installations; a half a dozen high-power tugs (2,000 to 5,000 hp); motorboats; and service gear(2,3).
Port-throughput forecasting has become crucial for port operations, as it helps to prevent uncertainties and avoid possible logistical issues in ports. Therefore, forecasting container throughput in the POPN is an important task, as this will help greatly in the decision-making process regarding the port management, task planning, and development and improvement of port facilities for better global infrastructure while also avoiding congestion in the future (4). Talluri and Van Ryzin (2004) stated that the volume forecast in the port warehouse can provide a helpful clue, leading to more efficient strategies and better decisions (5). If the forecast data considered turns out to be inaccurate, significant financial losses may occur as a result (6). Therefore, accurate port-throughput forecasting should be developed to provide a solid basis for guidance on how to regulate the port’s development and curtail wasting of resources.

A great amount of research related to the forecasting of container throughput in ports around the world has been conducted, but few studies have examined the POPN in the Republic of Congo and its container terminal. Thus, the objective of this study is to provide the local government with a trustworthy forecasting model for the throughput of the POPN container terminal, one of the lungs of the national economy, in order to create an effective port policy that will lead to better port facility handling while simultaneously maximizing profits. In doing so, the study will contribute to the rise of the national economy and help the government to go further in the national development program. To do so, the container-throughput data over ten years (2011–2020) were collected and observed, and then an ARIMA model that could fit the time series well was developed and used to forecast the container throughput for the year 2021.

The rest of this paper is structured as follows: section 2 is the literature review, where the research background is examined. Section 3 presents the data. Section 4 presents the methodology used to conduct this study. Section 5 presents the results. Section 6 summarizes and concludes the study.
2 Literature Review

Research on forecasting has played a considerable role in the scientific world for decades, and, with advances in technology and increased demand, an enormous number of forecasting models have been developed in many fields with the objective of continually improving performance and delivering more accurate results. The issue of forecasting port container traffic has become a hot topic among researchers in the maritime transportation field. Forecasting models vary from casual but quite accurate time series models, such as ARMA, ARIMA, SARIIMA, and exponential smoothing models, to more advanced models using machine learning, etc. Models combining two or more models have also been developed.

Dragan and Kramberger (2004) proposed using the Box–Jenkins auto-regressive integrated moving average (ARIMA) time series model for forecasting container throughput in the Port of Koper in Slovenia (7). They found that the accuracy of the ARIMA forecasting model was high. The model showed good performance and achieved a pretty good forecast outcome. Chen et al. (2006) used the Pearl Curve Model, the G-M (1,1), and the Exponential Smoothing model to propose a minimum-variance based combination forecasting model for predicting cargo throughput. The results of their research imply that a single model has lower precision than the combination model. However, they indicated that because of the unceasing changes in the shipping industry, which bring some uncertainty, the model they used in their research may not always be the most accurate (8). Chen (2013) adopted the Triple Exponential Smoothing-Grey combined model to forecast the container sea–rail intermodal transport volume of Qingdao Port. The results showed that the combined model improved the accuracy of the initial forecast (9). Wu and Liu (2015), in their research on container sea–rail transport volume in the port of Ningbo, used a combination model of the Grey model and the Radial Basis Function (RBF) neural network to forecast container sea–rail transport volume progression for the next two years based on data collected over a six-year period. As a result, with the combination model, they obtained the expected outcome that combining the Grey model and the RBF neural network was more accurate than using them separately as single models (10).

Seabrooke et al. (2003) selected the regression analysis method to forecast the cargo throughput of Hong Kong Port, then compared it with the local forecast considered in the port management policy decisions. The results showed that their forecast was not congruent with the official forecast, which was pessimistic, and they predicted that the cargo throughput should still increase over the next few years, although at a moderate rate. Through their research based on a prediction of the container volume of the Port of Abidjan in West Africa using diverse models (11), Gamassa and Chen (2017) found that the most accurate model was the Double Exponential Smoothing model, although the combination model also gave some good results (12). This study shows that, even if the combined method produces good results, it does not always give the best results. We can conclude from these studies that single time series forecasting models are also widely used for forecasting container throughput and can provide very good results. Sometimes, combining models can be a good idea, but using single models may also be enough to obtain accurate results.

Fang and Lahdelma (2016) proposed two methods for forecasting district heat systems in Espoo in Finland:
the linear regression model and the seasonal auto-regressive integrated moving average (SARIMA) model. The results showed that the proposed linear regression model (T168h) was more accurate compared to the SARIMA model (13). Georgakarakos et al. (2006) used an Auto-Regressive Integrated Moving Average (ARIMA) model, artificial neural networks (ANNs), and a Bayesian dynamic model to forecast annual loliginid and ommastrephid landings registered at the principal fishing ports in the Northern Aegean Sea (1984–1999). The results showed that the selected models were all quite efficient, although the Bayesian model did show better performance than the others (14). Maia and De Carvalho (2010) used the Holt’s Exponential Smoothing and neural network models to predict interval-valued time series, and then used a hybrid technique combining both methods. They used real interval-valued stock market time series to prove the practicability of their techniques via simulation analysis and applications. Their results suggested that their models can be efficient for interval-valued time series and stock market time series prediction (15).

The results of the above studies demonstrate that more than one model can actually perform well for the same data set. The very existence of this many studies related to forecasting demonstrates its importance in any field and reveals that forecasting work is necessary for the development of many fields, as well as illustrating that a multitude of such studies are now being conducted worldwide using numerous different methods. This paper aims to provide a good forecasting model for container traffic in the POPN, as not enough studies of the POPN have been conducted, despite the importance of this structure in the sub-region.

3 Data

The monthly data from the year 2011 to the year 2020 were collected directly from the Commercial Department of the Port of Pointe-Noire. With a total of 120 observations, the container monthly throughput time series is plotted in Figure 2-a while Figure 2-b plots the annual throughput and the growth rate. Table 1 shows the yearly empirical data and the growth rate for each year.

![Figure 2-a. Port of Pointe-Noire Container Throughput, monthly, 2011–2020](image)
Figure 2-a shows that from 2014 to 2016, the traffic had decreased slightly; then from 2017, it started to increase again. This can be explained by the collapse in oil prices during the year 2014, leading the country to a recession, as the country’s economy, due to the lack of diversification, relies mainly on petroleum exports (16). It is also relevant to note that the World Bank reported that between 2014 and 2016, the Republic of Congo’s economic complexity index (ECI) deteriorated significantly, from −0.924 to −1.49. Figure 2-b shows the instability of the growth rate over this decade. It increased from 2011 to 2012, then constantly decreased from 2012 to 2015, then increased till 2019 before decreasing again in 2020. This instability is due to many factors, such as the lack of port efficiency, the volatility of the prices of raw materials, or, in the case of the year 2020, the impact of the COVID-19 pandemic.

4 Methodology

To conduct this study, a Box–Jenkins ARIMA model was designed.

4.1 Introduction to the model

The model was first introduced by George Box and Gwilym Jenkins (17), both British statisticians, for forecasting time series. The acronym ARIMA stands for Auto-Regressive (AR) Integrated (I) Moving Average (MA). The model aims to describe autocorrelations in data, and the past values are used to obtain the forecast values. Each component of the ARIMA model is specified by a parameter, so we have ARIMA \((p,d,q)\), where \(p\) is the parameter for AR, representing the lag order (number of lag observations); \(d\) is the parameter for I,
representing the degree of differencing (the number of times actual series observations are differenced in order to make the series stationary); and \( q \) is the parameter for MA, representing the order of the moving average model (number of lagged prediction errors in the forecast equation). Basically, the ARIMA model is used as a non-stationary model; this explains the inclusion of I. When the series is already stationary at the beginning, there is no use in differencing, then \( d = 0 \), which gives us ARIMA \((p, 0, q)\), which is equal to ARMA \((p, q)\).

The ARMA \((p, q)\) model with a forecast value of \( y \) at time \( t \) is given by Eq.(1):

\[
\hat{y}_t = c + \varphi_1 y_{t-1} + \cdots + \varphi_p y_{t-p} + \alpha_t - \theta_1 \alpha_{t-1} - \cdots - \theta_q \alpha_{t-q}
\]  

(1)

where \( \hat{y}_t \) is the forecast value at period \( t \), \( y_{t-1} \) is the forecast value of the previous period \((t-1)\), \( c \) is the constant, \( \varphi_p \) is the coefficient of AR at lag \( p \) to be estimated, \( \theta_p \) is the coefficient of MA at lag \( p \) to be estimated and \( \alpha_{t-p} = y_{t-p} - \hat{y}_{t-p} \) is the forecast error at time \( t-p \) (\( \alpha \)'s are a series of residuals, white noise).

Please note that the MA terms in this model are written with a negative sign, in accordance with Box and Jenkins’ original work.

The ARIMA \((p, d, q)\) model is obtained when the standard ARMA \((p, q)\) model is combined with a differential process \((18)\). It can be expressed as follows in Eq.(2):

\[
\Delta^d \hat{y}_t = c + \varphi_1 \Delta^d y_{t-1} + \cdots + \varphi_p \Delta^d y_{t-p} + \alpha_t - \theta_1 \alpha_{t-1} - \cdots - \theta_q \alpha_{t-q}
\]  

(2)

where \( \Delta \) is the differencing operator and \( \Delta^d \hat{y}_t \) is the new series, differenced \( d \) times.

A simpler form of the ARIMA structure using the Box–Jenkins backshift operator can be written as follows:

\[
\varphi_p(B)(1 - B)^d \hat{y}_t = \theta_q(B) \alpha_t
\]  

(3)

where \((1 - B) = \Delta \) (backshift operator).

4.2 Model construction and validation

The ARIMA \((p, d, q)\) model consists of three phases:

- Phase 1: Identification of the model
- Phase 2: Estimation and diagnostic checking of the model
- Phase 3: Forecasting

To evaluate the forecasting accuracy, we considered three indexes: MAPE (Mean Absolute Percentage Error), RMSE (Root Mean Square Error), and MAE/MAD (Mean Absolute Error/Mean Absolute Deviation). They are expressed as follows:

\[
MAPE = \frac{\sum_{t=1}^{n} |A_t - F_t|}{A_t} \times 100
\]  

(4)

\[
RMSE = \sqrt{\frac{\sum_{t=1}^{n} (A_t - F_t)^2}{n}}
\]  

(5)

\[
MAD/MAE = \frac{\sum_{t=1}^{n} |A_t - F_t|}{n}
\]  

(6)

where \(A_t\) is the actual value at time \(t\); \(F_t\) is the forecast value of period \((i)\), and \(n\) is the number of observations.

We used the EViews economic software to construct the ARIMA \((p, d, q)\) model. The time series is named “THROUGHPUT.”

5 Results

5.1 Identification of the model

The stationarity of the time series is first checked. From Figure 2, we can suspect at first sight of the graph pattern that the data are non-stationary, in which case the use of the ARIMA model may be efficient. To confirm this suspicion, the correlogram (Figure 3) and a standard unit root test named the Augmented Dickey–Fuller (ADF) test (Figure 4) are run. As monthly data over 10 years are used, up to 24 lags are selected to conduct the tests.

The plot of the correlogram is shown in Figure 3:
Figure 3. Correlogram of THROUGHPUT at level (d = 0)

Figure 3 shows that lags in the autocorrelation function (ACF) are significant (outside the 95% confidence interval) and gradually decreasing, but that most of the lags are non-significant at the partial autocorrelation function (PACF). These ACF and PACF patterns usually indicate that the series is non-stationary. To obtain a more accurate identification of the stationarity, the ADF test is run.

Table 1. ADF Unit Root Test on THROUGHPUT

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>THROUGHPUT(-1)</td>
<td>-0.137878</td>
<td>0.064391</td>
<td>-3.073086</td>
<td>0.0127</td>
</tr>
<tr>
<td>D(THROUGHPUT(-1))</td>
<td>-0.237806</td>
<td>0.091036</td>
<td>-2.457896</td>
<td>0.0155</td>
</tr>
<tr>
<td>C</td>
<td>3.2912297</td>
<td>2.361313</td>
<td>3.149326</td>
<td>0.0028</td>
</tr>
<tr>
<td>@TREND(&quot;2011M01&quot;)</td>
<td>6.3984001</td>
<td>26.19869</td>
<td>0.440767</td>
<td>0.0162</td>
</tr>
</tbody>
</table>

Table 1 shows that the value of the t-statistic of the ADF test is higher than those of the test critical values (TCV) (1% level, 5% level, and 10% level), and the probabilities of the constant c and @trend are significant (< 0.05). These results indicate that the series is non-stationary and needs to be differenced in order to become
Once the first differencing has been applied (d = 1), the same tests are run again to check the stationarity of the new differenced series, which is named “DTHROUGHPUT.”

The plot of the correlogram of DTHROUGHPUT is shown in Figure 4, below:

**Figure 4. Correlogram of DTHROUGHPUT (d = 1)**

Figure 4 shows that both ACF and PACF have similar patterns, and most of the coefficients are non-significant (within the 95% CI); this generally indicates that the series is stationary. To confirm the stationarity of the new series, the ADF test is conducted:

**Table 2. ADF Unit Root Test on DTHROUGHPUT**

<table>
<thead>
<tr>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>-14.97215</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

From Table 2, it appears that the t-statistic value of the ADF test is greater than those of the TCV and that the p-values of the constant $c$ and $\Delta trend$ are non-significant ($> 0.05$). The results of the ADF test show that the series became stationary after the first differencing.

Once the time series has become stationary, we proceeded by identifying the significant lags at the ACF to determine $q$ and the PACF to determine $p$. Figure 5 shows that for ACF, lag 1, lag 6, lag 7, lag 8, and lag 14 are significant and for PACF, lag 1, lag 6, and lag 8 are significant. This means that $q$ can be 1, 6, 7, or 8 and $p$ can be 1, 6, or 8. Table 3 shows the possible combinations of $p$ and $q$ to form an ARIMA model we can get from Figure 5:

<table>
<thead>
<tr>
<th>$q$</th>
<th>$p$</th>
<th>1</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>(1,1)</td>
<td>(1,6)</td>
<td>(1,7)</td>
<td>(1,8)</td>
<td>(1,14)</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>(6,1)</td>
<td>(6,6)</td>
<td>(6,7)</td>
<td>(6,8)</td>
<td>(6,14)</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>(8,1)</td>
<td>(8,6)</td>
<td>(8,7)</td>
<td>(8,8)</td>
<td>(8,14)</td>
</tr>
</tbody>
</table>

Table 3. Possible models combinations of $p$ and $q$

To select the best model from the combinations of models above, they are compared using these criteria: smallest volatility (SIGMASQ), smallest Akaike Info Criterion (ACI), smallest Hannan–Quinn Information criterion (HQIC), smallest Schwarz Criterion (SC), most significant coefficients, and the highest R-squared and Adjusted R-squared. Moreover, it is important to notice that in time series modeling, the well-known principle of parsimony should also be taken into consideration. This suggests the use of as few parameters as possible; the simpler the model, the better it is, at least when it produces good results. Over-parameterized models are to be avoided when possible. This reasoning added to the model comparison leads us to select $p = 1$ and $q = 1$, which gives us an ARIMA (1, 1, 1), as this model gave the best results during the comparison.

### 5.2 Estimation and diagnostic checking of the model

The ARIMA (1, 1, 1) is estimated using the Least Squares (LS) method, and the results are as follows:

![Equation estimation of the model](image)

Table 4. ARIMA (1,1,1) equation estimation results
To make sure that the model is good, the correlogram of residuals (CR) and the correlogram of residuals squared (CRS), also known as the Ljung–Box statistical test, are performed.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>384.8434</td>
<td>201.9105</td>
<td>1.906010</td>
<td>0.0591</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.383044</td>
<td>0.146638</td>
<td>2.612178</td>
<td>0.0102</td>
</tr>
<tr>
<td>MA(1)</td>
<td>-0.765302</td>
<td>0.106204</td>
<td>-7.205991</td>
<td>0.0000</td>
</tr>
<tr>
<td>SIGMASQ</td>
<td>28163186</td>
<td>3825320.</td>
<td>7.362309</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

R-squared       | 0.146695    | Mean dependent var | 391.0504 |
Adjusted R-squared | 0.124435  | S.D. dependent var  | 5769.276 |
S.E. of regression | 5398.405  | Akaike info criterion | 20.06154 |
Sum squared resid  | 3.35E+09  | Schwarz criterion    | 20.15495 |
Log likelihood    | -1189.661  | Hannan-Quinn criter. | 20.09947 |
F-statistic       | 6.590056   | Durbin-Watson stat   | 2.058709 |
Prob(F-statistic) | 0.000378   |                      |          |

Figure 6. Correlogram of residuals
Figure 7. Correlogram of residuals squared

Figure 6 shows that the CR is not totally flat; we can see that for the ACF, lag 14 is still significant, meaning that some information at lag 14 needs to be captured, and from Figure 7, we see that a lot of $p$-values for the CRS are significant ($< 0.05$). These results indicate that the model still has problems that need to be fixed.

To do so, we adjust the model by adding $ma(14)$ when estimating the equation as follows:

```
Equation specification
Dependent variable followed by list of regressors including ARMA and PDL terms, OR an explicit equation like Y=c(1)+c(2)*X.

d(throughput) c ar(1) ma(1) ma(14)
```

Figure 8. Equation estimation of the adjusted model

Then the CR and the CRS for the adjusted model are performed:
Figure 9. Correlogram of residuals of the adjusted model

Figure 9 shows that the CR is now totally flat; the residuals are white noise, and all the information has been well captured. The model should be good. To confirm that the adjusted model is good, the Ljung–Box statistical test is also performed:

![Correlogram of Residuals](image)

**Figure 10. Correlogram of residuals squared of the adjusted model**

We can see from Figure 10 that all the p-values are now non-significant (> 5%), which indicates good results. This proves that the adjusted model is good and can be used for forecasting.
## 5.3 Forecasting

The adjusted ARIMA model is used to forecast the data set.

![Forecast results for the adjusted ARIMA Model](image)

**Figure 11.** Forecast results for the adjusted ARIMA Model

Table 5 shows the results of the accuracy indexes for the adjusted ARIMA model.

<table>
<thead>
<tr>
<th>Evaluation statistics</th>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted ARIMA</td>
<td>5198.920</td>
<td>4030.039</td>
<td>7.713</td>
</tr>
</tbody>
</table>

It can be seen from Figure 11 that the forecasted values fit quite well the actual values of the original time series. This shows that the adjusted ARIMA model generated good forecast results. Table 5 shows a fairly low value of MAPE, which generally indicates that the model did well. Seeing high values of RMSE and MAE should not make us doubt the accuracy of the model, as both have the same units as the dependent variable, which are large numbers in our data set.

These results prove that the model is good and can be used to forecast the container throughput for the year 2021. Figure 12 plots the graph of the monthly forecasted throughput of the year 2021 whereas Table 6 presents its annual total throughput.
Figure 12. Forecasted throughput for the year 2021

Table 6. Forecasting the Port of Pointe-Noire’s throughput for the year 2021 using the adjusted ARIMA model

<table>
<thead>
<tr>
<th>Period</th>
<th>Throughput (TEU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total throughput of 2021</td>
<td>957,500</td>
</tr>
</tbody>
</table>

Figure 12 shows how the throughput is likely to increase in 2021. Table 6 indicates that the total annual throughput of the POPN is expected to reach 957,000 TEUs in 2021, with a slight growth rate of +3.17% from 2020, where the annual throughput reached 928,124 TEUs. This weak growth rate, which has been observed since 2020, can be explained by the minor impact of the COVID-19 pandemic on maritime shipping in the Central Africa sub-region.

6 Conclusion

In this study, an adjusted ARIMA model is designed to predict the container traffic of the POPN in the Republic of Congo. The port is briefly presented, and the model is introduced, built, tested and then used to forecast the traffic for the year 2021 on the basis of the monthly historical data from 2011 to 2020 (120 observations). The adjusted ARIMA model fit the actual data quite well, showing that it can be used to forecast future values of container throughput.

By the end of the year 2021, the port container throughput is expected to reach 957,000 TEUs, with a low growth rate of only +3.17% due to the COVID-19 pandemic. Seeing the general trend of the forecast and knowing that the export/import demand is likely to increase the more the pandemic is stemmed over time, solutions must be found in order to avoid any logistical issues in the future.
As there is a lack of research papers related to the container traffic forecasting in Central Africa main ports in general and in the Republic of Congo in particular, this paper represents an important contribution toward filling this gap. Furthermore, the findings of this study, by providing a trustworthy model, may help the local authorities to get prepared and develop new strategies and management policies to improve the sustainability of the port infrastructure.

This study produced good results. However, the scope of this paper only covered the container traffic forecast based on historical data. Further studies may consider more inputs, such the evolution of the Gross Domestic Product (GDP) through the years.

References


9. Chen J. Research on Container Sea-Rail Intermodal Transport in Qingdao Port Based on Volume Forecast and Benefit Analysis [Internet]. Ocean University Of China; 2013. Available from: https://wenku.baidu.com/view/9b606f5f2f60ddccda38a0a8.html


© 2021 by the authors. Author/authors are fully responsible for the text, figure, data in above pages. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/)